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1.  Introduction 44 

This reflection paper discusses methodological aspects of non-interventional studies (NIS) using real-45 
world data (RWD) in order to generate real-world evidence (RWE) for regulatory purposes. A NIS is a 46 
clinical study that does not fulfil any of the conditions defining a clinical trial (CT) in Article 2.2(2) of 47 
Regulation (EU) No 536/2014 on clinical trials on medicinal products for human use, where a CT is 48 
defined as a clinical study where (a) the assignment of the subject to a particular therapeutic strategy 49 
is decided in advance and does not fall within normal clinical practice of the Member State concerned; 50 
(b) the decision to prescribe the investigational medicinal products is taken together with the decision 51 
to include the subject in the clinical study; and (c) diagnostic or monitoring procedures in addition to 52 
normal clinical practice are applied to the subjects. RWD are data that describe patient characteristics 53 
(including treatment utilisation and outcomes) in routine clinical practice. RWE is evidence derived 54 
from the analysis of RWD. 55 

CTs are the main source of evidence to evaluate the benefits and risks of medicines in marketing 56 
authorisation procedures. As they generally use randomisation, blinding, and a controlled environment, 57 
they increase regulators’ confidence in the reliability of the evidence submitted. NIS are often used in 58 
post-authorisation safety assessment. Their use for assessing medicines efficacy is hindered by 59 
methodological limitations. These include absence of randomisation, uncontrolled conditions, non-60 
standardised treatments and uncertainties regarding data quality and completeness.  61 

Healthcare data sources accessible for medicine evaluation have evolved over the last decade. The 62 
increasing ability to capture electronic healthcare data and data from registries is now providing new 63 
opportunities to use RWD and generate RWE that reflects clinical practice. Examples where NIS using 64 
RWD have supported regulatory assessment include:  65 

• To perform post marketing monitoring, investigate safety concerns and evaluate the 66 
effectiveness of risk minimisation measures. 67 

• To describe patterns of drug utilisation (e.g. indication, characteristics of drug users, incidence 68 
and prevalence of use, doses, duration, and switching patterns).  69 

• To characterise disease epidemiology (incidence, prevalence, risk factors and progression). 70 

• To validate outcome measures, e.g. through a comparison of surrogate and clinical outcomes 71 
of disease progression. 72 

• To support the feasibility assessments and the planning of non-interventional post-73 
authorisation safety (PASS), efficacy (PAES) and drug utilisation studies by measuring outcome 74 
incidence, treatment exposure, the duration of available follow-up and the sample size effect of 75 
different inclusion/exclusion criteria. 76 

• To compare patient characteristics of the study population to those of the clinical practice 77 
population in the real-world.  78 

• To understand the clinical context, by describing standards of care, variability in clinical 79 
practices and unmet medical needs.  80 

Given the large amount of information that NIS using RWD can generate for regulatory purposes, it is 81 
important to understand their limitations as well as how some of these limitations could be overcome 82 
or mitigated to increase the reliability of the evidence. This reflection paper is therefore relevant to all 83 
stakeholders involved in the planning, conduct and analysis of NIS using RWD to generate RWE for 84 
regulatory purposes, including Marketing Authorisation Holders (MAHs) and Applicants, regulatory 85 
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authorities, HTA bodies, payers, academia, RWD holders and healthcare professionals’ and patients’ 86 
associations.  87 

2.  Scope 88 

The scope of this reflection paper is the design, conduct and analysis of NIS using RWD to generate 89 
RWE for regulatory purposes. The use of RWD in the context of CTs, e.g. to provide an external control 90 
arm for a single arm trial or to serve as a data source to recruit participants for a CT, is out of scope of 91 
this document.  92 

General methodological principles and approaches for the conduct of NIS are described in textbooks 93 
and scientific guidelines (1). This reflection paper focuses on methodological principles that are 94 
considered critical for the conduct and assessment of NIS using RWD and used for regulatory decision-95 
making throughout a medicine's lifecycle. 96 

A large variety of RWD can be used in NIS, such as data related to healthcare services utilisation, 97 
medical claims, prescribing and dispensing of medicinal products, socio-economic and lifestyle data, 98 
data from patient registries, data from healthcare professionals’ and patients’ surveys, data collected 99 
with wearable biometric devices and genetic data. A critical aspect when assessing the suitability of 100 
RWD for a regulatory purpose is the data quality, including data reliability and relevance as described 101 
in Chapter 6, and, depending on the research question, the extent to which RWD truly reflects routine 102 
clinical practice. In this context, the data quality frameworks discussed in this document should be 103 
considered. 104 

RWD may originate from primary data collection, i.e. data collected specifically for the study in 105 
question, or secondary use of existing data sources. In both cases, attention should be paid to the 106 
possible selection mechanisms in the data collection, for example the inclusion of specific patients or 107 
the collection of specific clinical data. This aspect is important to be addressed in the RWD quality 108 
assessment. 109 

This reflection paper makes a distinction between NIS having descriptive objectives and NIS having 110 
causal objectives. This distinction has important implications for the study design. A study with 111 
descriptive objectives is designed to describe patient characteristics without regards to any causal 112 
hypothesis but it may include a measure of association between the distribution of these characteristics 113 
and the categories of other variables. A study with causal objectives is designed to investigate the 114 
effect, causative or preventive, of an exposure in comparison to what would have happened to the 115 
same individuals under non-exposure or another exposure. In the context of this reflection paper, the 116 
exposure is generally a medical treatment, and the outcome of interest is generally a measure of its 117 
relative safety or effectiveness. Reference to studies with causal objectives in this document does not 118 
imply an expectation that specific analytical methods will be used.  119 

3.  Legal obligations and regulatory requirements  120 

The relevance of including NIS using RWD in a regulatory procedure to support safety and/or efficacy 121 
should be discussed between the MAHs and Applicants and the regulators at an early stage during the 122 
development phase of the product. NIS using RWD may be proposed to fill knowledge gaps, but its 123 
relevance depends on the intended regulatory purpose within the context of a specific application. The 124 
regulatory assessment does not mandate a specific study design but requires that the evidence 125 
generated is sufficiently reliable to support the regulatory objective. The relevance of a NIS using RWD 126 
to generate RWE for a specific application can therefore only be determined on a case-by-case basis.  127 
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The legal obligations and regulatory requirements applicable to NIS should be followed. The following 128 
documents are particularly relevant in the context of this reflection paper. 129 

Legal obligations 130 

• Regulation (EU) No 536/2014 on clinical trials on medicinal products for human use. 131 

• Regulation (EC) No 726/2004 laying down Community procedures for the authorisation and 132 
supervision of medicinal products for human and veterinary use and establishing a European 133 
Medicines Agency. 134 

• Commission Implementing Regulation (EU) No 520/2012 on the performance of 135 
pharmacovigilance activities. 136 

• Directive 2001/83/EC on the Community code relating to medicinal products for human use. 137 

• Regulation (EU) 2016/679 on the protection of natural persons with regard to the processing of 138 
personal data and on the free movement of such data. 139 

Regulatory requirements 140 

• Guideline on good pharmacovigilance practices. Module VIII -Post-authorisation safety studies. 141 

• Guideline on good pharmacovigilance practices: Module XVI – Risk minimisation measures: 142 
selection of tools and effectiveness indicators. 143 

• Scientific guidance on post-authorisation efficacy studies and Post-authorisation efficacy 144 
studies: Questions and Answers. 145 

• Guideline on registry-based studies. 146 

• Good Practice Guide for the use of the Metadata Catalogue of Real-World Data Sources V 1.0 147 

• European Medicines Agency (EMA) and Heads of Medicines Agencies (HMA) Data Quality 148 
Framework for EU medicines regulation. 149 

• ICH E9 (R1). Addendum on Estimands and Sensitivity Analysis in Clinical Trials to the Guideline 150 
on Statistical principles for Clinical Trial. 2019.  151 

4.  Study design 152 

4.1.  General Considerations 153 

The design of the NIS should be primarily driven by the need to obtain reliable evidence regarding the 154 
research question. It is the MAH’s and Applicant’s responsibility to justify that the use of RWD is 155 
appropriate and feasible to meet the pre-defined study objectives. Methodological standards for NIS 156 
and use of RWD, such as those described in the European Network of Centres for 157 
Pharmacoepidemiology and Pharmacovigilance (ENCePP) Guide on Methodological Standards in 158 
Pharmacoepidemiology (1), should be applied. The ENCePP Checklist for Study Protocols (2) should be 159 
included as an Annex to the protocol of non-interventional PASS submitted to a regulatory authority, 160 
as a check that important study design components have been addressed.  161 

For any type of NIS, it is essential that the research question is expressed with sufficient detail and 162 
attention to the regulatory question targeted. The specific aim of the study forms the basis for the 163 
selection of data source(s), study design, and analysis approach. It also allows the critical discussion 164 
regarding the feasibility of the study to meet regulatory objectives. 165 

https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A32014R0536
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX:32004R0726
https://eur-lex.europa.eu/eli/reg_impl/2012/520/oj
https://eur-lex.europa.eu/legal-content/EN/ALL/?uri=CELEX:32001L0083
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A32016R0679
https://www.ema.europa.eu/en/documents/scientific-guideline/scientific-guidance-post-authorisation-efficacy-studies-first-version_en.pdf
https://www.ema.europa.eu/en/documents/scientific-guideline/guideline-good-pharmacovigilance-practices-module-xvi-risk-minimisation-measures-selection-tools-and-effectiveness-indicators-rev-2_en.pdf
https://www.ema.europa.eu/en/documents/scientific-guideline/guideline-good-pharmacovigilance-practices-module-xvi-risk-minimisation-measures-selection-tools-and-effectiveness-indicators-rev-2_en.pdf
https://www.ema.europa.eu/en/documents/scientific-guideline/scientific-guidance-post-authorisation-efficacy-studies-first-version_en.pdf
https://www.ema.europa.eu/en/pharmacovigilance-post-authorisation/post-authorisation-efficacy-studies-questions-and-answers
https://www.ema.europa.eu/en/pharmacovigilance-post-authorisation/post-authorisation-efficacy-studies-questions-and-answers
https://www.ema.europa.eu/en/documents/scientific-guideline/guideline-registry-based-studies_en.pdf-0
https://www.ema.europa.eu/en/documents/regulatory-procedural-guideline/good-practice-guide-use-metadata-catalogue-real-world-data-sources_en.pdf
https://www.ema.europa.eu/system/files/documents/regulatory-procedural-guideline/data-quality-framework-eu-medicines-regulation_en_1.pdf
https://www.ema.europa.eu/system/files/documents/regulatory-procedural-guideline/data-quality-framework-eu-medicines-regulation_en_1.pdf
https://www.ema.europa.eu/en/documents/scientific-guideline/ich-e9-r1-addendum-estimands-and-sensitivity-analysis-clinical-trials-guideline-statistical-principles-clinical-trials-step-5_en.pdf
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4.2.  Feasibility assessment 166 

A feasibility assessment is recommended prior to writing the study protocol to guide its development 167 
and facilitate early discussions with regulatory authorities. It is a preparatory document for the 168 
protocol, and it does not replace the submission of the protocol and statistical analysis. It should 169 
include: 170 

• an evaluation of the reliability and relevance of the proposed RWD source(s) in order to meet 171 
the study objective (see Chapter 6); this discussion should address, as appropriate, the 172 
feasibility of the planned study design based on the data source, the choice of the study 173 
population (inclusion/exclusion criteria) and the availability of data on exposures, endpoints, 174 
and covariates;  175 

• a discussion of how the proposed inclusion and exclusion criteria will impact sample size and 176 
whether the available sample size may provide sufficient precision of key estimates, overall 177 
and in subgroups (e.g. country-specific estimates in a descriptive drug utilisation study).  178 

• as applicable, data on the incidence of study outcomes in the source population for the study, 179 
as they will inform on precision but also on anticipated timelines for the study to meet the 180 
regulatory objective; 181 

• a discussion on how the above evaluation may impact the milestones for the study; 182 

• as applicable, options to increase feasibility. 183 

When an existing RWD source is proposed to be used, the feasibility assessment should be performed 184 
in collaboration with the data source holder to ensure data availability and set-up realistic timelines for 185 
the completion of the study. If relevant, exploratory analyses should be conducted to document the 186 
study feasibility. 187 

The format of the feasibility analysis recommended in the Guideline on registry-based studies can be 188 
considered and adapted. 189 

4.3.  Studies with descriptive objectives 190 

Studies with descriptive objectives may be conducted for different purposes, including risk assessment 191 
or prognosis, diagnosis, and service evaluation. They generally aim to observe and accurately measure 192 
patient characteristics at a single time point or over time.  193 

Depending on the research question, it may be essential that the study population is representative of 194 
the real-world target population. When some of the characteristics studied may be influenced by the 195 
setting in which they are observed, the study should pay attention to the conditions that may influence 196 
the results of the study and this information should be addressed in the study design and analysis to 197 
help understand their impact, e.g. through sensitivity analyses. The aspects to be considered may 198 
include: 199 

• The healthcare setting where the RWD has been collected, e.g. primary care, specialist care, 200 
hospital care, disease registries, claims data, longitudinal drug prescription, dispensing or other 201 
drug utilisation data, which may result in selection mechanisms that can influence the study 202 
feasibility and results.  203 

• The healthcare system of the country(-ies) where the RWD are collected, which may influence 204 
the availability and accessibility of exposure and outcome data, for example data related to 205 
specialist care in hospitals, and the possible duplication of data if patients may consult different 206 
general practitioners.  207 
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• Regional differences in clinical practice and healthcare systems management, e.g. diagnostic 208 
criteria, prescribing practices, prescribing formularies, coding practices or reimbursement 209 
policies. 210 

• The specificities of coding terminologies for medicinal product exposure and clinical events, use 211 
of a common data model and how data quality is assessed and managed (e.g. data quality 212 
metrics, data quality controls, misclassification and missingness, benchmarking). 213 

4.4.  Studies with causal objectives 214 

The causal interpretation of any treatment effect requires a comparator in order to isolate and quantify 215 
the effect. The aim of the study design in studies with causal objectives should be to achieve valid 216 
comparisons between exposure groups by dealing with the risk of selection bias, information bias and 217 
confounding.  218 

The target trial emulation (TTE) framework should be considered as a strategy that uses existing tools 219 
and methods to formalise the design and analysis of NIS using RWD with causal objectives (3-5). The 220 
first step of this framework is to envision the key elements of a hypothetical (target) trial that would 221 
answer the research question, including its target population, eligibility criteria, assignment procedure, 222 
treatment conditions, outcome, causal contrasts (i.e. the estimand) and analysis plan. The second step 223 
is to design a NIS as close as possible to the hypothetical trial using epidemiological methods. 224 

The TTE framework is considered useful for the following reasons: 225 

• It provides a structured and coherent framework for the design of NIS with a causal objective, 226 
with similarities with CTs in terms of terminology, definition of the estimand and analytical 227 
approaches.  228 

• It helps the investigators to consider potential bias and adequate methods to address them.  229 

• Given the need to explicitly describe the design elements needed to emulate the CT, it provides 230 
a high level of transparency on the study design, the assumptions needed to emulate the trial 231 
and the definition of causal effects; this level of transparency may facilitate the evaluation and 232 
the replication of the study. 233 

• The detailed and structured definition of inclusion/exclusion criteria and allocation of time 234 
periods defined by study entry and estimated start of treatment have been shown to reduce 235 
bias, such as the prevalent user bias (6) and the immortal-time bias (7).  236 

Although the TTE framework can improve the internal validity of the NIS, the lack of randomisation 237 
and blinding still requires attention to the prevention and/or control of selection bias, information bias 238 
and confounding described in Chapter 4.5.  239 

To increase the coherence between definitions of exposures, endpoints and intercurrent events, the 240 
estimand framework described in the ICH E9 (R1) Addendum on Estimands and Sensitivity Analysis in 241 
Clinical Trials should be considered in the design of the hypothetical trial, such as the attributes of the 242 
estimand, intercurrent events and strategies to manage ICEs. The main statistical analysis may also be 243 
aligned with the estimand framework, e.g. concerning the approach to missing data handling and 244 
sensitivity analyses. 245 

4.5.  Bias and confounding 246 

The non-experimental nature of NIS may lead to bias that distorts the measure of association due to 247 
processes of selection (selection process in the overall dataset or systematic differences in the 248 
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selection and follow-up of study groups), misclassification (differences in the classification of 249 
individuals as regards their exposures, outcomes or covariates, including time-related classification and 250 
measurement errors in continuous variables), and confounding (difference in underlying disease risk 251 
between the treatment groups). Confounders may be unknown or inadequately measured. These 252 
sources of bias should be clearly identified at the design stage. They are not easily controlled in the 253 
analysis and the design should attempt to minimise their impact on the results.  254 

4.5.1.  Selection bias 255 

For many of the data sources used, there are potential selection mechanisms that need to be 256 
addressed not only in the feasibility assessment but also later in the design of the study. Selection bias 257 
is difficult and often impossible to address in the analysis stage. At the design stage, the following 258 
steps are therefore recommended. 259 

• The selection of specific data sources over others considered in the feasibility assessment 260 
should be justified on scientific grounds to prevent the risk of introducing bias. 261 

• Any inclusion and exclusion criteria should be adequately defined and justified in the protocol 262 
with a description of the diagnostic and/or procedural codes and of any algorithm used to 263 
include patients in the analysis. This description should also address the completeness and 264 
possible misclassification of the data used to define the inclusion and exclusion criteria. If 265 
misclassification may be present, the possible impact on the study results should be addressed. 266 
It is generally recommended to use wide inclusion criteria when the data are extracted from 267 
the original RWD source, if applicable, and apply stricter inclusion/exclusion criteria in the 268 
analysis stage. This allows for stratified analyses and sensitivity analyses that can inform the 269 
interpretation of results.  270 

• The definition of inclusion and exclusion criteria for the study population should consider 271 
implicit selection criteria resulting from the method used to identify the study population and 272 
define exposure categories, as these selection criteria may not be balanced between these 273 
categories. For example, differences between health seeking behaviours in vaccinated and non-274 
vaccinated persons identified through the healthcare system may be related to their socio-275 
economic status, their probability of being vaccinated and their probability of presenting with 276 
the outcome.  277 

• Depending on the research question, a new (incident) drug user design should be considered 278 
instead of including both prevalent and incident drug users. Prevalent drug users are patients. 279 
already taking the study treatment or a similar treatment before the start of follow-up. 280 
Including such patients can cause selection bias because patients who experience the outcome 281 
of interest early during treatment become underrepresented (i.e. depletion of susceptibles). 282 
Bias can also arise if exposure and confounding factors are time-dependent or if variables 283 
impacting medicine prescription at study entry (e.g. disease severity) are influenced by use of 284 
previous medicine that is part of the study exposure. The use of prevalent new user cohorts 285 
can also be used in some situations, e.g. to allow inclusion of initiators of the new drug who 286 
were previously on an older comparator (8). 287 

• Comparisons of study populations from different RWD sources or different time periods may 288 
introduce bias. The variables influencing the inclusion of individuals in these study populations 289 
may vary across time and settings and may not be known or measured, hence they may affect 290 
the exposure status and/or the study outcome. This design therefore needs to be justified and 291 
the likelihood of bias and confounding should be recognised. 292 
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4.5.2.  Information bias 293 

Information bias, or misclassification bias, may arise when key study variables (exposure, outcome, or 294 
confounders) are inaccurately measured or classified. Misclassification can arise at many different 295 
steps of data collection and extraction: diagnosis, coding, recording, data transformation, data 296 
aggregation, summarisation, and analysis. The following is recommended: 297 

• The different steps of data collection or extraction applied in the RWD source should be 298 
identified at the stage of study design. Ideally, these steps should be verified in order to 299 
evaluate if the data source(s) contain(s) enough details on exposures (e.g. dose, duration, 300 
time period and indication) and outcomes (e.g. diagnostic code, disease severity and date of 301 
occurrence) to correctly classify the patients.  302 

• Any validation study previously performed should be identified and evaluated. A new 303 
validation study may be proposed as part of the feasibility analysis. 304 

• Misclassification is traditionally categorised as differential or non-differential. It is often stated 305 
that differential misclassification can lead to biases in any direction, whilst non-differential 306 
misclassification typically drives the association between the exposure and the outcome 307 
towards the null value. This is, however, not always the case. From a regulatory perspective, 308 
non-differential misclassification is often presented as being preferable for superiority efficacy 309 
studies as it is conservative. At the design stage this reasoning should be avoided, as the 310 
assumption that misclassification will be non-differential is difficult to verify or requires 311 
additional analyses that may not be done. In studies with causal objectives, the impact of 312 
misclassification also largely depends on study objectives that may co-exist in a same study, 313 
e.g. non-inferiority or superiority, efficacy, or safety. It is therefore more important to identify 314 
potential misclassification of exposures, outcomes, and relevant covariates in order to 315 
minimise and measure it during the study if possible.  316 

4.5.3.  Time-related bias 317 

Time-related bias, including immortal time bias (10), is a misclassification bias that may occur in 318 
cohort studies where the exposure status may change over time and the allocation of time periods of 319 
observations to the non-exposed/exposed person-time is incorrect. It is therefore recommended: 320 

• to define at the design stage the timing of study entry, start of treatment and changes of 321 
patient exposure or outcome status, and plan the data collection or extraction of important 322 
dates 323 

• to consider the appropriate assumptions concerning risk windows and ensure that the 324 
available length of follow-up is sufficient to include the relevant risk windows 325 

• to plan sensitivity analyses to evaluate the impact of these assumptions 326 

• to include in the study protocol graphical representations of the study design and study 327 
diagrams (11) 328 

• to consider the target trial emulation framework to help mitigate misclassification bias (see 329 
Section 4.4). 330 

4.5.4.  Confounding 331 

Confounding should be addressed already at the design stage. The following is recommended: 332 
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• Potential confounders (risk factors for the outcome of interest) should be identified from 333 
disease knowledge or previous studies to plan the data collection or extraction for the variables 334 
to be accounted for; some confounders such as age, sex, socio-economic status, and 335 
geographic location are common to many studies. Any potential confounders should be 336 
identified irrespective of availability of measured confounders in the available RWD. It is 337 
particularly important to identify potentially important unmeasured confounders.  338 

• The analytical methods to address potential confounding should be pre-specified in the protocol 339 
or analysis plan.  340 

• For studies with causal objectives, use of an active comparator should be preferred to a non-341 
pharmacological comparator or a non-user comparator to increase the similarity in measured 342 
patient characteristics between treatment groups and reduce potential confounding by 343 
indication, disease severity or unmeasured variables(9). Its use is optimal in the context of the 344 
new user design whereby comparison is between patients with the same indication initiating 345 
different treatments. Depending on the study objectives, a justification should be provided if 346 
the use of an active comparator was considered not appropriate or not feasible. 347 

• For studies with causal objectives, inclusion of a control exposure and/or control outcome 348 
should be considered to help in the interpretation and appraisal of results. A negative control 349 
exposure (exposure known not to be causally associated with the outcome of interest) or 350 
negative control outcome (outcome known not to be causally associated with the exposure of 351 
interest) can help assess the presence of residual confounding by revealing an association 352 
where none is expected. A positive control exposure (exposure known to be causally associated 353 
with the outcome of interest) or positive control outcome (outcome known to be causally 354 
associated with the exposure of interest) can help identify confounding towards the null value 355 
by revealing a reduced or null association where a clear departure from the null is expected. 356 
The choices between a negative and a positive control, and between a control exposure and a 357 
control outcome depend primarily on the study objective, taking also into account the available 358 
data and the clinical context. Both negative and positive controls could be used. 359 

4.6.  Effect modification 360 

• In studies with causal objectives, any potential effect modification of concern should be 361 
addressed at the design phase in order to verify the availability of relevant data in the data 362 
sources planned to be used, ensure that the sample size will be sufficient to allow appropriate 363 
analyses to characterise effect modification, and pre-specify the analytical approach in the 364 
statistical analysis plan.  365 

• In case the study population characteristics may influence the treatment effect estimates and 366 
affect the generalisability of the study results to a defined target population, a comparison 367 
should be made between the cohort’s key characteristics and those of the target population 368 
using other information (e.g. published research or national statistics). The effects should be 369 
measured across relevant characteristics through sensitivity analyses. In some studies, such as 370 
registry-based studies, it may be possible to compare the characteristics of patients included 371 
and excluded in the study, such as age, sex, socio-economic status, disease severity and 372 
medication use.  373 
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5.  Governance and transparency 374 

5.1.  Governance 375 

• The study governance should follow the principles described in the ENCePP Code of Conduct 376 
(12), and for vaccines the ADVANCE Code of Conduct (13).  377 

• Knowledge of the governance applied to the RWD used in a study (data source, raw data, and 378 
results) helps understand any restrictions related to the conditions to access and publish the 379 
data, including constraints that may affect the availability of some data. Governance principles 380 
applied to the data source should therefore be adequately described and disclosed to 381 
regulators. 382 

5.2.  Transparency 383 

Transparency is essential to share study information and support the evaluation, interpretation, and 384 
reproducibility of results. The main tools for the transparency of NIS are the EMA-HMA Catalogue of 385 
data sources (described in the Good Practice Guide for the use of the Metadata Catalogue of Real-386 
World Data Sources) and the EMA-HMA Catalogue of Non-interventional Studies (14).  387 

MAHs, Applicants and concerned stakeholders should: 388 

• register in the EMA-HMA Catalogue of Non-interventional Studies all NIS performed by the MAH 389 
or Applicant, together with the study protocol and study report; 390 

• register in the EMA-HMA Catalogue of data sources the data sources used in NIS submitted to 391 
regulators; if the data source is already registered, it would be appropriate to update this 392 
information if the last update was performed more than 12 months ago; this provision may be 393 
included in the contractual agreement between the MAH or Applicant and the data owner, as 394 
relevant; 395 

• make publicly available the codes used for the creation of the analytical data set and the 396 
programming code for the statistical analyses. 397 

6.  Data quality 398 

RWD are often used in NIS without the ability to influence the way they were collected, coded, and 399 
recorded. For this reason, it is essential to adequately characterise the dataset and assess the quality 400 
of the RWD that will be used for a specific study and present it in the feasibility analysis. At least two 401 
key dimensions of data quality should be addressed in the study protocol: reliability, which is the 402 
property of the data irrespective of their use in any specific study, and relevance, which should be 403 
evaluated in relation to specific study objectives and data needs (15). 404 

6.1.  Reliability 405 

Reliability determines whether data represent the intended underlying medical concepts and are 406 
complete, trustworthy, and credible. Different dimensions of reliability can be evaluated and 407 
documented by using a data quality framework (see Chapter 6.5). The following is recommended: 408 

• Adequate information on results of the evaluation of reliability should be made available in the 409 
study protocol as an Annex or a linked document. Reference can be made to the description of 410 
the RWD source, its data elements and the quantitative information included in the HMA-EMA 411 
Catalogue of data sources. 412 
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• Information regarding the standard data quality management applied to the RWD source 413 
should also be made available, such as the steps of data cleaning, extraction and 414 
transformation, the data quality checks applied to detect logical inconsistencies and erroneous, 415 
missing or out-of-range values, and the remedial actions that are taken at the level of the data 416 
source.  417 

• Any validation study performed on the data source should be highlighted in the study protocol. 418 

• It is expected that some data quality issues inherent to the data source deemed appropriate 419 
for the study objective are difficult or impossible to resolve, and therefore that uncertainties on 420 
some data quality aspects will remain. These uncertainties and their possible impact on the 421 
study results should be clearly identified in the feasibility analysis and the study protocol. 422 

6.2.  Relevance 423 

Relevance determines, for a given research question, whether key data elements (exposure, outcomes, 424 
covariates) are available, the size of the population is adequate, the population is representative and of 425 
sufficient coverage of the target population for the study objective, and the study design is appropriate 426 
to fully answer the research question. The following is recommended: 427 

• Relevance is study-specific and should be discussed in the feasibility analysis and the study 428 
protocol. The HARPER protocol template (16) provides a format for the presentation of 429 
information on the study design, exposure, outcome, and covariates, and it should be 430 
considered as a complement to the applicable protocol formats. 431 

• Depending on the research question, summary statistics of important variables (e.g., age, sex, 432 
disease severity, medication use) may be presented in comparison to RWD from the literature 433 
or other sources in order to understand the value of the RWD source to fulfil the study 434 
objectives.  435 

• The evaluation of the relevance of the proposed RWD source and study design should lead to a 436 
justification in the feasibility analysis and study protocol of why they are deemed fit-for-437 
purpose to answer the research question.  438 

6.3.  Multi-database studies 439 

The number of RWD sources available for secondary use is increasing, and this increase is associated 440 
with an increasing number of multi-database studies (17). If several data sources are used in a study, 441 
the following is recommended: 442 

• The number of data sources and the associated increase in sample size should not reduce the 443 
quality requirements, and information on the reliability and relevance of each of the RWD 444 
source should be presented.  445 

• Whilst consistency of conclusions across different sources may provide stronger confidence in 446 
the evidence, any heterogeneity between results generated from different RWD sources based 447 
on a same protocol is a source of uncertainties and needs to be addressed in the final study 448 
report. Qualitative and quantitative assessments of the sources of heterogeneity should be 449 
provided to better understand potential differences in the results across data sources (see 450 
Section 7.6).  451 
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6.4.  Data linkage 452 

Data sources may need to be linked to combine individual-level RWD on exposure, outcomes, and 453 
covariates from different sources, such as genetic data, mother-child data or data from different 454 
registries using a unique patient identifier. For these studies, the study protocol should describe: 455 

• The data elements used to link the data.  456 

• The linkage methodology, including a description of how the performance of the matching will 457 
be measured in case of probabilistic matching; the impact of an imperfect matching on the 458 
study results needs to be evaluated and discussed in relation to possible bias. 459 

6.5.  Data quality frameworks 460 

Several data quality frameworks provide a set of characteristics determining the fitness-for-use of data 461 
(18). While they differ by the number of dimensions and the names given to these dimensions, they do 462 
not diverge substantially. It is therefore recommended: 463 

• To use a data quality framework appropriate to the data source, such as the tool developed by 464 
the Observational Health Data Science and Informatics (OHDSI) network for databases 465 
conforming to the Observational Medical Outcomes Partnership (OMOP) common data model 466 
(19) and make the results available to regulators  467 

• To develop expertise for the implementation, analysis, and interpretation of at least one data 468 
quality framework 469 

• To follow the HMA-EMA Data Quality Framework for EU medicines regulation document (20). 470 

7.  Statistical analyses 471 

The statistical analyses should be performed according to a pre-defined statistical analysis plan and 472 
this plan should be developed before the preparation of the analysis dataset. The following aspects 473 
may deserve additional attention. 474 

7.1.  Hypothesis testing, estimation, and precision 475 

Hypothesis testing is often the focus of confirmatory RCTs as it serves to decide whether an effect has 476 
been demonstrated at a pre-specified level. For NIS, use of estimates quantifying the magnitude of the 477 
effect and of confidence intervals describing the precision of these estimates, both overall and in 478 
important subgroups, is essential to support decision making derived from the data (21).  479 

For NIS based on large RWD sources, statistical analyses may produce statistically significant results 480 
and narrow confidence intervals that may not be clinically relevant and may be subject to other types 481 
of bias. An integrated evaluation is therefore essential for any conclusion based on results, i.e. to 482 
estimate the magnitude of the effect and its clinical relevance, to provide an appropriate description of 483 
the precision of estimates with confidence intervals, and to supplement this estimation with an 484 
assessment of the impact of selection bias, misclassification bias and confounding.  485 

7.2.  Time-dependent analyses 486 

Longitudinal follow-up in cohort studies require accurate accounting of time periods in each exposure 487 
category from study entry until end of follow-up.  488 
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• A time-dependent analysis should be planned when appropriate to the research question in the 489 
cohort studies where events occur at different time points to account for time-dependent 490 
exposure and confounding.  491 

• Treatment switches is a common problem in longitudinal pharmacoepidemiological studies. The 492 
methods used to handle treatment switch is dependent of the specific outcome studied. 493 
Methods to handle treatment switches should be pre-planned.  494 

7.3.  Stratified analyses 495 

Stratified analyses may provide further insights into the results and can fulfil several objectives: to 496 
provide results of the analysis in sub-groups of interest as part of the research question, to measure 497 
an effect estimate within relevant categories of a confounder, and to perform analyses in sub-groups 498 
defined by potential effect modifiers.  499 

• Stratified analyses should be pre-specified and may be planned as sensitivity analyses.  500 

• In multi-database studies, stratified analyses may also help assess the robustness of the 501 
results across important subgroups/datasets; they should be performed by country and setting 502 
(e.g. primary care or hospital setting) in addition, for example, to age, gender and disease 503 
severity.  504 

• Additional stratified analyses may be requested by regulatory assessors. If formulated at an 505 
early stage of the discussions with MAHs and Applicants, they should be addressed with the 506 
research question or, at the latest, in the development of the study protocol or statistical 507 
analysis plan. 508 

7.4.  Sensitivity analyses 509 

Sensitivity analyses examine the potential impact of biases, of choices made in the study design or of 510 
assumptions made in the analysis.  511 

• Sensitivity analyses should be pre-specified in the statistical analysis plan.  512 

• In studies with causal objectives, the sensitivity analyses should consider the 513 
recommendations of the ICH E9(R1) Addendum on Estimands and Sensitivity Analysis in 514 
Clinical Trials.  515 

• Sensitivity analyses may also address uncertainties related to assumptions in the main 516 
analysis. They should be discussed and aligned with regulators at an early stage if they affect 517 
the study design and the choice and definition of study variables. 518 

7.5.  Missing data 519 

Missing data can lead to bias and confounding, and the following is recommended: 520 

• to describe the management of missing data in the study protocol and the statistical analysis 521 
plan; 522 

• to provide a thorough justification for the assumptions made regarding missing data and the 523 
appropriateness of the method chosen to handle them in the analysis;  524 

• to consider sensitivity analyses to missing data assumptions made in the main analysis to 525 
understand their impact on the results; 526 
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• to follow the recommendations of the ICH E9(R1) Addendum on Estimands and Sensitivity 527 
Analysis in Clinical Trials.  528 

7.6.  Heterogeneity 529 

In multi-database studies, different estimates may be found even when the same protocol is applied 530 
across all data sources (22). Many factors may explain heterogeneity in addition to random variation: 531 
different healthcare systems and reimbursement policies for healthcare, different populations covered 532 
by the data source, different practices for data collection, coding, and recording. It is recommended: 533 

• to anticipate differences between data sources and study populations in the study protocol in 534 
light of the study objectives and to describe how they will be managed  535 

• to discuss in the statistical analysis plan quantitative management of heterogeneity through 536 
appropriate methods for evidence synthesis (23) 537 

• to consider use of forest plots and other visualisation methods of the results (point estimates 538 
and 95% confidence intervals) to help evaluate the results  539 

• if Bayesian models for evidence synthesis are used, to present graphs of the full posterior 540 
distribution of key model parameters as well as relevant summaries of these posteriors (e.g. 541 
mean and/or median, 95% credible intervals and relevant posterior probability statements). 542 
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